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Abstract—In this work, statistical analysis and
preprocessing of palm kernel oil (PKO) extraction
machine dataset for application in optimal yield model
development is presented. The aim of this present work
is to provide statistical analysis approaches that are
used to preprocess and evaluate an original dataset and
the corresponding augmented dataset generated from
the original dataset, to ensure that the augmented
dataset is accurate replica of the original dataset and is
suitable for application in the machine learning model
development. Specifically, an original 125-records
dataset empirically collected from al0-ton palm kernel
oil (PKO) extractor machine is considered along with
5000-records dataset generated from the 125-records
dataset using Generative Adversarial Network (GAN)
model. The results of the exploratory data analysis
showed that each of the four variables in the original
125-records dataset has no missing value and no outlier;
the main shaft speed has a mean of 18 rpm, the cone gap
has a mean of 1.5 mm, the moisture content has a mean
of 10 %, and the oil yield has a mean of 38.8792 %.
Also, the results show that the maximum oil yield
occurred at data point 62 which is at main shaft speed of
18 rpm, cone gap of 1.5 mm and moisture content of 8
% and it has oil yield of 43.4 %. The confidence
interval results for the original 125-records dataset and
the augmented 5000-records dataset show that there is
no significant difference in the mean of the two datasets.
This shows that the augmented dataset is an accurate
replica of the original small size dataset, and hence the
augmented dataset can be used in place of the original
dataset to train and validate machine learning models

meant for the case study al0-ton palm kernel oil (PKO)
extractor machine.

Keywords— Statistical Analysis, Palm Kernel Oil
Extraction Machine, Data Preprocessing, Machine
Learning Models, Data Augmentation

1. Introduction

Nowadays, data driven approaches are
increasingly being applied in studying various
processes and systems [1,2,3].
Moreover, the widespread use of artificial
intelligence (AI) models has added to the demand
for data driven approaches in studying systems
and processes, especially in the industrial sector
where automation and cost cutting measures are
in high demand [4,5,6]. In practice, when dataset
is grossly inadequate for machine learning-based
modeling data augmentation can be used [7,8]. In
that case, some approaches are used to synthesize
additional data records which are then used for

industrial

the modeling [9,10]. When such data synthesis is
conducted, it is advisable to ensure that the
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synthesized dataset is an accurate replica of the
original dataset from which it was generated. This
can be done through statistical analysis of the
original dataset and the synthesized dataset.

Also, when datasets are employed in
machine learning model-based studies, the dataset
is preprocessed using some statistical approaches
to make the dataset more suitable for application
in the machine model development and to ensure
high performance of the machine learning models
[11,12]. Accordingly, in this study, the focus is
on the dataset obtained from a palm kernel oil
(PKO) extracting machine [13,14]. Notably, the
dataset empirically obtained from the case study
PKO extractor machine is not big enough for
machine learning models training and evaluation.
As such, data augmentation is conducted on the
dataset which led to a larger dataset with
numerous synthesized data records [15,16]. The
focus in this work is to conduct statistical data
analysis and preprocessing for the case study
PKO extractor machine dataset with an initial
125-records which was eventually augmented to
5000-records dataset. The analysis is meant to
ascertain the suitability of the augmented dataset
for application in machine learning model used to
determine the optimal PKO yield of the case
study plant.

2. Methodology

The aim of this study is to present
statistical analysis and preprocessing that are
carried out on the dataset empirically obtained
from a 10-ton palm kernel oil (PKO) extractor
machine.  The  statistical  analysis  and
preprocessing are conducted on the original 125-
records dataset empirically collected from the 10-
ton PKO extractor machine. However, the data
was augmented to 5000 data records using
Generative Adversarial Network (GAN) model.
Specifically, this study presents the exploratory
data analysis on the original 125 record dataset. It
also presents the data normalization using
MinMax method, the outlier determination using
the quartile and inter quartile range method, and

the correlation matrix using the Karl Pearson’s
coefficient of correlation method. Furthermore,
the confidence interval at 95% confidence level is
presented for the original dataset and the
augmented dataset.

2.1 Data Normalization using Minmax
Method

One of the pre-processing task carried out
was data normalization using the minmax

approach given in Equation 1 where;

_ di—dmin
dey = =2 (1)
max— %min

Where d, denote the x™ data to be
normalized, d,,;, denotes the minimum value,
dmax denotes the maximum value and

d,n denotes the normalized value for d,.

2.2 Identification of OQutliers using Tukey's
Fences Method

The Tukey's Fences method is used to
identify the outliers in the dataset. Now, consider
an ordered data; dq, d,,ds, ...,d, having

d; < d;,, then, the quartile, q (E) is given as;

q (E) = dy + a(dysr — dy) (2)

Where, p =1 in the case of the first quartile, p =2
in the case of the second quartile and p = 3 in the
case of the third quartile, while |d] indicates the
nearest lower integer part of d.
k=lp(n+1)/4] 3)

a=pn+1)/4—[pn+1)/4] (4)
So, in the first quartile given as Q1= gq G) =
q(0.25), the second quartile we have Q2 =
q G) = q(0.5) and the third quartile is Q3 =

q G) = q(0.75). The IQR (interquartile range) is
given as;

IQR=Q3—-0Q1 (5)
The possible outliers in the dataset are determined
with respect to the Upper Fence and the Lower
Fence where;
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Upper Fence = Q3 + 1.5(IQR) (6)
Lower Fence = Q1 - 1.5(IQR) (7)
Notably, those data > Q3 or < Qlare outlisers.

2.3 Computations of Correlation Matrix using
Karl Pearson’s Coefficient of Correlation

The Karl Pearson’s coefficient of
correlation was used to determine the correlation
among the four variables that were considered in
the study. The correlation is computed between
two variables at a time and the process is repeated

until all the wvariables are paired and the

The standard deviation of the dataset denoted as s
is given in Equation 9 as;

s= () Ee-oY) o

Again, consider n elements dataset having

¢4, Cy, C3, ..., Cp data points with mean ¢ where;
-1 -
c=imme) (0

Then, if the two datasets in d,. and c, are
considered as bivariate dataset which is a data
having two variables, then the Karl Pearson’s
coefficent of correlation, 7, ; can be detemined
for the bivariate data as given in Equation 11;

x=1l(cx—=0)(dx—d)]

correlation parameter is determined. Now, when Ted = 3 (11)
the dataset consisting of n data items \/ (B3=1(ex=0)?) (2321 (dx=D)?)
dy,dy, ds, ..., dy 18 con_sidered, then the mean of If there are 4 variables, then possible 7, 4 are
the dataset denoted as d is given in Equation 8 as; shown in Table 1.
d= - (¥3td,) (8)
Table 1 The visualization of the coefficient of correlation among the four variables considered in the
study (where rx,y = ry,x due to the symmetric property)
Main Shaft
ain Sha Cone Moisture Content | Oil Yield (Denoted as
Speed (Denoted | Gap(Denoted as (Denoted as MC) NOY)
as MSS) CG)
Main Shaft Speed
1,1 2,1 3,1 4,1
(Denoted as MSS) s e = ™
Cone Gap(Denoted
1,2 2,2 3,2 4,2
aS CG) r b r b r b r b
Moisture Content
1 2 4
(Denoted as MC) 1.3 2,3 3,3 4,3
Oil Yield (Denoted
1,4 2.4 4 4.4
as NOY) rl, 12, 3, 4,

2.4 Computation of the Confidence Interval
(ChH

The confidence interval is used to check if there
is significant difference in the original data set
and the augmented dataset. Two methods used in
the study are;
a) The Z —test method with the population
standard deviation and sample mean
b) The confidence computation
approach for two-unpaired sample tests
when the variances can be pooled

interval

(a)Method I : The Z -test with the
population standard deviation and
sample mean

In order to assess the effectiveness of the
original dataset (denoted as OrData) and the GAN
augmented dataset (denoted as GaData), the CI is
computed at 95 % confidence level (CL) with the
following:
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i.  the population mean (i) of OrData
ii.  the population standard deviation (o) of OrDat
iii.  the sample mean (x) of GaData

iv.  the sample standard deviation (s) of GaData

Let confidence interval be CI , sample mean be
sample mean be x , margin of error be EM, the
number of samples be n, the confidence level be
CL, then,

Cl =% +EM (12)
EM= Z* (%) (13)

When the CL is expressed in percentage, then, the
significance level, a is given as;

@ = (100 — CL)/100 (14)
a2 =M (15)
A =Za/2 (16)

The value of Z,/, is read from the standard

normal distribution table. In this study, CL = 95%
and Z* = ZO.05/2 = Zo_025 = 1.96.

Cl =% iEM=J?iZ'(%) (17)
For this research,
Cl =% + 1.96 (ﬁ) (18)

The implication of the results from the calculation
of CL is that 95% of the time or we are 95%
confident that the population mean, p lies in the

interval of x — 1.96 (\/%) and x + 1.96 (\/%).If

the result is true that the population mean, p lies
in the interval then we can say that the there is no
significant difference between the mean of the
GAN generated dataset, GaData and that of the
original dataset, OrData.

(b) Method II : The confidence interval
computation approach for two-unpaired
sample tests when the variances can be
pooled

Consider two independent data samples such that:

1. X, as the mean of dataset 1

1. ny as number of samples dataset 1
ili. s as standard deviation dataset 1
1v. X, as the mean of dataset 2

V.  n, as number of samples of dataset 2
vi. s, as standard deviation of dataset 2
vii. Wheren; # n,

Then, the two samples mean can be compared
using the confidence interval, CI as follows;

s, = Maximum(s,,s; ) (19)
ss = Minimum(s;,s; ) (20)
() @

If F <4 then Use this method else use the other
method.
Now compute the difference between mean, X,.
X. = X — X (22)
Degree of freedom, df
df = ny+n,—2 (23)
The pooled variance, sp? is given as;

2 _ (n,=1)(5;2)+(n,-1)(S,2)

Sp ar (24)
Standard Error of the difference of means (SED)
is given as;
SED = [Z4 5)
__((o0-cL)/100)
a/2 =" (26)
t" = tq; at the given df (27)
EM= t*(SED) = c‘( L+L) (28)
CI=JE.iEM=J?it‘( :L+SHL) (29)

3. Results and discussion

3.1 The Results for the Exploratory Data
Analysis

The original empirically collected 125-
records dataset of the PKO extractor machine is
shown in Table 2 while the summary of the key
descriptive statistical analysis parameters for the
case study 125-records dataset parameters are

WWWw.imjst.org

IMJSTP29121225

8680



International Multilingual Journal of Science and Technology (IMJST)
ISSN: 2528-9810
Vol. 10 Issue 3, March - 2025

presented in Table 3. The exploratory analysis of 10 %, and the oil yield has a mean value of
showed that each of the four variables in the 38.8792 %.

dataset has 125 data items, no missing value and

no outlier. The main shaft speed has a mean value

of 18 rpm, while the cone gap has a mean value

of 1.5 mm, the moisture content has a mean value

Table 2 The original empirically collected 125-records dataset of the PKO extractor machine

Main Moisture il Main Moisture Oil
S/No, Shaft Cone Content Yield S/No, Shaft Cone Content Yield
Speed | Gap(mm) (%) %) Speed | Gap(mm) (%) (%)
(RPM) (RPM)
1 14 0.5 6 359 63 18 1.5 10 43.1
2 14 0.5 8 37.3 64 18 1.5 12 42.8
3 14 0.5 10 36.6 65 18 1.5 14 42.5
4 14 0.5 12 359 66 18 2 6 40.4
5 14 0.5 14 33.8 67 18 2 8 41.7
6 14 1 6 36.6 68 18 2 10 414
7 14 1 8 38 69 18 2 12 41.1
8 14 1 10 373 70 18 2 14 40.8
9 14 1 12 36.6 71 18 2.5 6 38.9
10 14 1 14 359 72 18 2.5 8 40
11 14 1.5 6 37.3 73 18 2.5 10 39.7
12 14 1.5 8 38.7 74 18 2.5 12 394
13 14 1.5 10 38 75 18 2.5 14 39.1
14 14 1.5 12 37.3 76 20 0.5 6 39.8
15 14 1.5 14 36.6 77 20 0.5 8 41.3
16 14 2 6 36.6 78 20 0.5 10 41
17 14 2 8 37.3 79 20 0.5 12 40.7
18 14 2 10 36.6 80 20 0.5 14 40.4
19 14 2 12 35.9 81 20 1 6 40.9
20 14 2 14 35.2 82 20 1 8 41.6
21 14 2.5 6 35.2 83 20 1 10 41.3
22 14 2.5 8 359 84 20 1 12 41
23 14 2.5 10 35.2 85 20 1 14 40.7
24 14 2.5 12 34.2 86 20 1.5 6 41.4
25 14 2.5 14 33.8 87 20 1.5 8 42.4
26 16 0.5 6 359 88 20 1.5 10 42.1
27 16 0.5 8 38.6 89 20 1.5 12 41.8
28 16 0.5 10 36.4 90 20 1.5 14 41.5
29 16 0.5 12 35.5 91 20 2 6 40.8
30 16 0.5 14 34.6 92 20 2 8 42.6
31 16 1 6 36.8 93 20 2 10 42.3
32 16 1 8 37.1 94 20 2 12 42
33 16 1 10 36.4 95 20 2 14 41.7
34 16 1 12 35.7 96 20 2.5 6 40.2
35 16 1 14 35 97 20 2.5 8 42
36 16 1.5 6 373 98 20 2.5 10 41.7
Www.imjst.org
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37 16 1.5 8 383 99 20 2.5 12 41.4
38 16 1.5 10 37.6 100 20 2.5 14 41.1
39 16 1.5 12 36.9 101 22 0.5 39.5
40 16 1.5 14 36.2 102 22 0.5 39.8
41 16 2 6 36.5 103 22 0.5 10 39.5
42 16 2 8 37.1 104 22 0.5 12 39.2
43 16 2 10 36.4 105 22 0.5 14 38.9
44 16 2 12 35.7 106 22 1 6 40.3
45 16 2 14 35 107 22 1 8 40.8
46 16 2.5 353 108 22 1 10 40.5
47 16 2.5 8 359 109 22 1 12 40.2
48 16 2.5 10 355 110 22 1 14 39.9
49 16 2.5 12 34.9 111 22 1.5 41.1
50 16 2.5 14 343 112 22 1.5 42
51 18 0.5 6 38.8 113 22 1.5 10 41.5
52 18 0.5 8 40.1 114 22 1.5 12 41
53 18 0.5 10 40.3 115 22 1.5 14 40.5
54 18 0.5 12 39.8 116 22 2 40.1
55 18 0.5 14 393 117 22 2 8 40.5
56 18 1 394 118 22 2 10 40.2
57 18 1 8 41.2 119 22 2 12 39.9
58 18 1 10 40.9 120 22 2 14 39.6
59 18 1 12 40.5 121 22 2.5 384
60 18 1 14 40.1 122 22 2.5 38.8
61 18 1.5 6 42.1 123 22 2.5 10 38.5
62 18 1.5 8 43.4 124 22 2.5 12 38.2
63 18 1.5 10 43.1 125 22 2.5 14 37.9

Table 3 The summary of the key descriptive statistical analysis parameters for the case study 125-
records dataset parameters

Groups Main (il;;/t[)s peed Cone Gap (mm) |Moisture Content (%)| Oil Yield (%)
Num of observations 125 125 125 125
Num of missing values 0 0 0 0
Minimum 14 14 6 33.8
Maximum 22 22 14 43.4
Range 8 8 8 9.6
Mean (X) 18 1.5 10 38.8792
Standard Deviation (S) 2.8398 2.8398 2.8398 2.4607
Ql 16 16 8 36.6
Median 18 18 10 39.4
Q3 20 20 12 40.9
Interquartile range 4 4 4 43
Outlier none none none none

3.2 The Results for the MinMax Normalization
of the Original 125-Records Dataset

The result of the MinMax normalization of the

four variables in the case study dataset is shown

in Figure 1. The MinMax normalization results in
Figure 1 showed that after normalizing the
variables values to values between 0 and 1 and

plotting the line charts on a common axis, the
main shaft speed and the cone gaps are each
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increased in the steps of 25 % of the range of the
each of the given parameters, starting with the
minimum value to the maximum value of the
given parameter. Also, for each main shaft speed
setting and each cone gap setting, the moisture
content is varied in the step of 25 % of the range
of the moisture content, starting with the
minimum value to the maximum value of the
moisture content parameter.

For each combination of main shaft speed,
cone gap and moisture content the oil yield as

obtained from the PKO extractor machine is
shown in Figure 1. The graph showed that the
maximum oil yield occurred at data point 62
which is at main shaft speed of 18 rpm, cone gap
of 1.5 mm and moisture content of 8 % and it has
oil yield of 43.4 %. In the normalized chart, the
maximum oil yield of 1 at main shaft speed of
0.5, cone gap of 0.5 and moisture content of 0.25
and it has normalized oil yield of 1.0.

—e—Normalized Main Shaft Speed (Denoted as NMSS)

1&1

— —eo—Normalized Cone Gap({Denoted-as NCG)
= 125 —o—Normalized MoistiMaximiun ¢ilenoted as NMC)
z —e—0il Yield (%) yield at [X
< VALUE], [Y
Z_ 1.00 ' VALUE V
28 [ w
22 ‘
i ] LT
o ©
£ s , “
R l
b )
S 025 g E k ‘

l

il

‘!

M

40

100 110 120

Data Item x

Figure 1 The line chart of the normalized empirically collected dataset from the 10-ton palm kernel oil extraction

3.3 The Results of the Correlation Matrix for
the Original 125-Records Dataset and
the Augmented 5000-Records Dataset
The correlation matrix of the original data

is shown in Figure 2 while the correlation matrix

of the augmented data is shown in Figure 3.

According to Figure 2 and Figure 3, both the

original 125-records dataset and the augmented

machine

5000-records dataset have the same correlation
results with shaft speed having the highest
correlation coefficient of 0.71 with respect to the
oil yield in both datasets, the moisture content has
correlation coefficient of -0.11 with respect to the
oil yield in both datasets, while the cone gap has
the least correlation coefficient of -0.056 with
respect to the oil yield in both datasets.
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Correlation Matrix for the original dataset

o i

shaft_speed

cone_gap

10

moisture_content

oil_yield

0.056

shaft speed cone_gap

-04
-6.4e-17

moisturs_content oil_yield

Figure 3: The correlation matrix for the original 125-records dataset

Correlation Matrix for the augmented dataset

- -~
- - - r

shaft_speed

o cone_gap

moisture_content

oil_yield
1

shaft speed

- - - -

cone_gap

- 04

moisture_content oil_yield

Figure 3: The correlation matrix for the augmented 5000-records dataset

3.4 The Results of the Confidence interval for
the Original 125-Records Dataset and
the Augmented 5000-Records Dataset
The Confidence Interval (CI) results (Table

2) of the original 125-records dataset and the

augmented 5000-records dataset show that for

each of the four parameters at 95 % confidence
level, there is no significant difference in the
mean of the original 125-records dataset and the

augmented 5000-records dataset. This is because
in all the four parameters the confidence intervals
results obtained bracketed the mean value for the
original 125-records dataset. For instance, in the
case of shaft speed, the original 125-records
dataset has mean of 18 rpm and CI of 17.4973 to
18.5027 which bracketed the mean of 18. Also,
the augmented 5000-records dataset has CI of
17.9825 to 18.4081 which bracketed the mean of 18.
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Similar results are obtained for the four
parameters which indicates that the augmented

5000-records dataset maintained the same pattern
as the original 125-records dataset.

Table 4 Summary of the Confidence Interval (CI) Analysis Results for the Original 125-Records
Dataset and the Augmented 5000-Records Dataset

Shaft speed Cone gap Moisture content Oil yield
Numb.er. of data records in 125 125 125 125
the original dataset
Mean of original dataset 18 1.5 10 38.879
— 5
Original dataset 95% CI 17.4973 1.3743 9.4973 38.4436
lower value
— S
Original dataset 95% C1 18.5027 1.6257 10.5027 39.3148
upper value
Number of data records in 5000 5000 5000 5000
the augmented dataset
Mean of augmented
18.3648 1.519300 10.02080 39.1501
dataset
Augmented dataset 95% 17.9825 1.4997 9.9424 38.7837
CI lower value
Augmented dataset 95% 18.4081 1.5389 10.0992 39.2164
CI upper value
4. Conclusion References
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In all, the statistical analysis and data
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approaches.
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