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Abstract — In this study, comparative analysis 
of machine learning models for the determination of the 
optimal yield of a palm kernel oil (PKO) extraction 
machine is presented. The machine learning models 
used are Random Forest (RF), XGBoost (XGB), and 
Support Vector Regression (SVR) as well as ensemble 
model developed from the three models. Comparison of 
the Mean Absolute Error (MAE), the Mean Square 
Error (RMSE), and the R-Squared (R^2) for the four 
models show that the RF model has the best results with 
the lowest MAE of 1.07 E-15, the lowest MSE of 2.14 E-
30 and the best R^2 of 1. The Support Vector 
Regression model has the worst results with the highest 
MAE of 0.084175, the highest MSE of 0.007832 and the 
least R^2 of 0.992293. The XGBoost model is in the 
second position while the ensemble model is in the third 
position based on their prediction performance metrics 
values. Furthermore, the RF, XGBoost and Ensemble 
model all predicted the same optimal confirmation 
values of 1.5 mm for the cone gap, 8 % for the palm 
kernel moisture content, 18 rpm for the main shaft 
speed and 43.4 % for the optimal oil yield. However, the 
Support Vector Regression (SVR) model differed in the 
predations for optimal oil yield with a value of  42.7 % 
and shaft speed of 20 rpm. In all, the RF model is the 
best and hence the preferred model among the four 
models given its outstanding prediction performance 
metrics values.  
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1. Introduction 
Increasingly, machine learning models are being 

applied in the manufacturing sector [1,2,3]. Machine 
learning models are used in materials design and selection 
[4,5], manufacturing process optimization [6,7] and also in 
inventory management [8,9]. Apart from these three listed 
areas, there are endless applications of machine learning 
models in the industrial sectors.  Automation of process 
plants and overall management of industrial outfits are 
relying heavily on machine learning based decision making 
processes [10,11,12].  
 In this study, the focus is on the application of 
machine learning models for optimal configuration of a 
palm kernel oil (PKO) extracting plant [13,14]. The essence 
of the study is to determine the specific input parameter 
settings of the machine that will guarantee optimal PKO 
yield at all times. Several machine learning models can be 
applied for such study. However, the essence of this work is 
to determine from a selected number of machine learning 
models which particular model is most suitable for the case 
study 10-ton PKO extractor plant located in Akwa Ibom 
State in Nigeria. The study unstilted selected input 
parameter dataset obtained from the plant to train and 
evaluate  a number of machine learning models after which 
performance analysis of those models is conducted to select 
the best model for the case study PKO extractor plant. The 
outcome of the study is relevant for the researchers and 
operators of such plant as it provides requisite insights that 
will guide in input parameter selection and configuration to 
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ensure optimal yield. The manufacturers of the PKO 
extractor plant will also benefit from the study as it 
provides key machine parameters that influence its 
performance of the machine. 

 
2. Methodology 

2.1   Development of the Ensemble Model  
The research focus is on the application of 

machine learning models to optimize the palm kernel oil 
(PKO) yield of 10-ton PKO extraction machine located at 
Ikpe in Akwa Ibom State, Nigeria. The detailed procedure 
adopted in the research is captured in the system model of 
Figure 1 with six key sub-modules while the seventh step is 
the output of the system from the different machine 
learning models considered in the research. The target of 

the research work is to develop machine learning solution 
that will provide the operators of the case study extractor 
machine with the appropriate parameters setting mechanism 
such that the machine will give optimal PKO yield. 
Essentially, when the palm kernel moisture content is 
known, the machine learning model-based parameter 
setting mechanism will enable the operator to select the 
energy efficient main shaft crushing speed along with the 
cone gap value that will enable the PKO extractor to give 
the maximum yield.  In this case the dependent variable or 
the model output is the optimal PKO yield while the 
independent variables are the main shaft crushing speed, 
cone gap and the palm kernel moisture content. 

 

 
Figure 1 The system model with the detailed procedure adopted in the research 

The key steps taken in carrying out the research based on 
the research procedure in Figure 3.1 are as follows; 

i. Data collection from the case study 10 ton palm 
kernel oil extraction machine located at Ikpe in 
Akwa Ibom State, Nigeria 

ii. Data argumentation  
iii. Data preprocessing 
iv. Machine learning model development and 

evaluation 
v. The ensemble model development 

vi. The comparative evaluation of the models 
The dataset used was originally made up of 125 data 
records but after the Generative Adversarial Network 
(GAN) approach was used to augment the data thereby 
generating additional data records that provided a working 
dataset with about 5000 records. The data was further 
normalized and split 80% by 20 % training and validation 
sets. Each of the listed component machine learning models 
was trained and validated after which the ensemble model 
was developed from the individual models, namely, 
Random Forest (RF), XGBoost (XGB), and Support Vector 
Regression (SVR). The study here focused on the details of 
the ensemble model development. 

2.2 Stacking the Ensemble Model 

The ensemble learning method combines 
predictions from multiple base models—Random Forest 
(RF), XGBoost (XGB), and Support Vector Regression 
(SVR)—to improve accuracy and robustness. The stacking 
method is implemented with a meta-learner, while the 
surrogate function helps refine the final predictions. 

In stacking, multiple base models (level-0 
learners) generate predictions, which are then fed into a 
meta-learner (level-1 model) that optimally combines these 
predictions. Let 𝑋 be the input feature matrix: 

𝑋 ൌ ሾ𝑠ℎ𝑎𝑓𝑡 𝑠𝑝𝑒𝑒𝑑, 𝑐𝑜𝑛𝑒 𝑔𝑎𝑝, 𝑚𝑜𝑖𝑠𝑡𝑢𝑟𝑒 𝑐𝑜𝑛𝑡𝑒𝑛𝑡ሿ 
𝑦 is the actual output (oil yield), 𝑓ோி, 𝑓௑ீ஻, and 𝑓ௌ௏ோ are the 
prediction functions of Random Forest, XGBoost, and 
SVR, respectively. Each base model predicts oil yield: 

𝑦ොோி ൌ 𝑓ோிሺ𝑋ሻ  (1) 
𝑦ො௑ீ஻ ൌ 𝑓௑ீ஻ሺ𝑋ሻ     (2) 

𝑦ොௌ௏ோ ൌ 𝑓ௌ௏ோሺ𝑋ሻ  (3) 
These prediction forms a new dataset; 

𝑋௠௘௧௔ ൌ ሾ𝑦ොோி, 𝑦ො௑ீ஻, 𝑦ොௌ௏ோሿ     (4) 

Exploratory 
Data Analysis 

Data 
Normalizatio

n

Split Dataset 

#3: Data 
Preprocessin

g

Main 
Shaft 
Speed 
(rpm) 

Moisture 
content 

(%)  

Cone 
Gap 

(mm)

#1: Data 
Collection 

/Input 

Generative 
Adversarial 

Network 
(GAN) 

#2: Data 
Augmentation  

Random 
Forest Model 

#4: Model 
Training 

and 
E l ti

SVReg 
Model 

XGBoost 
Model  

 
Ensemble 
model by 
Stacking 

#7: Output 

#5: Ensemble 
and Hybridize 

Models 
Development  



International Multilingual Journal of Science and Technology (IMJST) 
ISSN: 2528-9810 

Vol. 9 Issue 12, December - 2024 

www.imjst.org 
IMJSTP29121224 8671 

A meta-learner 𝑔𝑋௠௘௧௔ is trained on this dataset to produce 
the final ensemble prediction: 

𝑦ො௘௡௦௘௠௕௟௘ ൌ 𝑔ሺ𝑦ොோி, 𝑦ො௑ீ஻, 𝑦ොௌ௏ோሻ  (5) 
Where, 𝑔  is a linear regression model that learns the 
optimal combination of the base model outputs. 

2.3 The Surrogate Function for the Model Improvement 

To refine the ensemble model, surrogate function 
was introduced so that it minimizes prediction errors by 
learning a transformation of the base models' predictions. 
The residual error for each base model is defined as: 

𝑒ோி ൌ 𝑦 െ 𝑦ොோி    (6) 
𝑒௑ீ஻ ൌ 𝑦 െ 𝑦ො௑ீ஻  (7) 

𝑒ௌ௏ோ ൌ 𝑦 െ 𝑦ොௌ௏ோ          (8) 
The surrogate function 𝑆ሺ𝑋௠௘௧௔ሻ is modelled as: 

𝑆ሺ𝑋௠௘௧௔ሻ ൌ 𝑤ଵ𝑦ොோி ൅ 𝑤ଶ𝑦ො௑ீ஻ ൅ 𝑤ଷ𝑦ොௌ௏ோ ൅ 𝑏  (9) 
Where, 𝑤ଵ, 𝑤ଶ, and 𝑤ଷ are optimized weight coefficients, 
while 𝑏 is the bias term. The objective is to minimize the 
total squared error: 

min௪భ,௪మ,௪య,௕ ∑൫𝑦 െ 𝑆ሺ𝑋௠௘௧௔ሻ൯
ଶ
   (10) 

The model in Equation 10 ensures that the 
ensemble model adapts dynamically to different parameter 
settings (shaft speed, cone gap, moisture content), hence, 
reduces overfitting and improving accuracy. The final 
predicted oil yield is given by: 

𝑦ො௙௜௡௔௟ ൌ 𝑆ሺ𝑦ොோி, 𝑦ො௑ீ஻, 𝑦ොௌ௏ோሻ   (11) 

The hyperparameters used in each individual model are 
maintained in the ensemble model. 
2.4 Model Performance Evaluation 

The performance of the machine learning models were 
evaluated using the following metrics: 

i. Mean Square Error (RMSE) 
ii. Mean Absolute Error (MAE)  

iii. R-Squared (𝑅ଶ) 
The RMSE is expressed as: 

  MSEൌ  
∑ ൫௫ಲ೎೟ሺ೔ሻି௫ುೝ೐೏ሺ೔ሻ൯

మ೔స೙
೔సభ

௡
           (12) 

Where n denotes the number of data items in the dataset, 
𝑥஺௖௧ሺ௜ሻ denotes the ith value of the actual data and 𝑥௉௥௘ௗሺ௜ሻ 

denotes the ith value of the model predicted data.  
The R-Squared (𝑅ଶ) of the model prediction is expressed 

as: 

  𝑅ଶ =1- 
∑ ൫௫ಲ೎೟ሺ೔ሻି௫ುೝ೐೏ሺ೔ሻ൯

మ೔స೙
೔సభ

∑ ൫௫ಲ೎೟ሺ೔ሻି௫ಾ೐ೌ೙ಲ೎೟൯
మ೔స೙

೔సభ

      (13) 

Where, 

𝑥ெ௘௔௡஺௖௧  ൌ
∑ ൫௫ಲ೎೟ሺ೔ሻ൯೔స೙

೔సభ

௡
    (14) 

 
3. Results and discussion 

3.1  The Prediction Performance Results for the Models 
The prediction performance of the ensemble model 

in terms of MAE, MSE and 𝑅ଶ versus epochfor are shown 
in Table 1 and Figure 2. The results show that the MAE is 
0.016519 and MSE is 0.000443 while the coefficient of 
correlation is 0.999543. In addition, the line chart of the 
actual versus predicted oil yields for the Ensemble model is 
shown in Figure 3 which shows a highly correlated actual 
and predicted values.  

 
Table 1: The Results of the Error Metrics over Epochs for the Ensemble model 

Epoch MAE MSE 𝑅ଶ 
0 0.016519 0.000443 0.999543 

20 0.016519 0.000443 0.999543 
40 0.016519 0.000443 0.999543 
60 0.016519 0.000443 0.999543 
80 0.016519 0.000443 0.999543 
100 0.016519 0.000443 0.999543 
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Figure 6 : Comparison of the R^2 for the four models 

 
4.6.2 The Results of the Oil Yield for Various Input 

Variables Configurations for the ENSEMBLE 
Model 

3.2  The  Results for the Optimal Oil Yield Prediction 
The results of the oil yield for various input 

variables configurations for the four models are presented 
in Table 2. Also, comparison of the optimal oil yield 
predictions and the shaft speed predictions for the four 
models are presented in Figure 7 and Figure 8 respectively. 
The results showed that the Random Forest Regression 
(RFR), XGBoost model and Ensemble model all predicted 
the same optimal confirmation values   1.5 mm for the cone 

gap, 8 % for the palm kernel moisture content, 18 rpm for 
the main shaft speed and 43.4 % optimal oil yield. 
However, the Support Vector Regression (SVR) model 
differed in the predations for two parameters. The SVR 
predicted optimal oil yield of 42.7 % (Figure 7) and shaft 
speed on 20 rpm (Figure 8). In all, apart from the SVR 
model, the Random Forest Regression (RFR),
 XGBoost model and Ensemble model can be used 
for the prediction of the optimal oil yield. However, the 
RFR   model is the best and hence the preferred model 
among the four models given its outstanding prediction 
performance metrics values.  

Table 2: The results of the oil yield for various input variables configurations for the four models 

 
Random Forest Regression 

(RFR)  
XGBoost 

model 
Support Vector Regression (SVR) 

model  
Ensemble 

model  

Cone gap  (mm)  1.5  1.5  1.5  1.5 

Moisture content 

(%)  
8  8  8  8 

Shaft speed (rpm)  18  18  20 18 

Optimal oil yield 

(%)  
43.4  43.4  42.7 43.4 

 

Random	Forest
Regression
(RFR)	model

XGBoost	Model
Support	Vector
Regression	(SVR)

Model

Ensemble	Model
(Using	the

Stacking‐Based
Approach)

R2 1 0.999973 0.992293 0.999543

1 0.999973

0.992293

0.999543

0.991

0.992

0.993

0.994

0.995

0.996

0.997

0.998

0.999

1

1.001
R
^
2

R^2
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Figure 7 : Comparison of the Optimal Oil Yield Predictions for the four models 

 

 
Figure 8 : Comparison of the Shaft Speed Predictions for the four models 

4. Conclusion 
Determination of the input parameter 

configuration for optimal yield of a palm kernel oil (PKO) 
extracting machine in Akwa Ibom State Nigeria is 
presented. The solution is carried out using three machine 
learning models which are then ensemble to make up the 
fourth model. The three models are Random Forest (RF), 
XGBoost (XGB), and Support Vector Regression (SVR). 
Although the Random Forest (RF), XGBoost (XGB) and 
the ensemble model gave the correct optimal oil yield 
prediction, the results showed that Random Forest (RF) is 
the best model with the lowest prediction errors. On the 
other hand, the Support Vector Regression (SVR) did not 
accurately predict the optimal oil yield. 
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