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Abstract— In this paper, the evaluation of
optimal cluster head placement for sensor
network using Lloyd’s k-means technique is
presented. The essence is to visualize the
variation in the optimal cluster head placement
when the Lloyd’s K-Means clustering (LKMC)
algorithm is implemented repeatedly for the same
set of dataset points. A case study dataset
consisting of 2500 data points (sensor nodes
location coordinates) randomly distributed in an
area of 900 m by 900 m is clustered into 5 clusters
using the K-Means clustering (LKMC) algorithm.
The clustering was repeated 4 times and each of
the results were captured and the mean Euclidian
distance of data points in all the clusters in the
network is determined for each implementation.
The results show that the Average Euclidian
Distance per implementation varied from 874.1 m
to 900 m which has the range of 25.9 m. There is
about 2.8 % difference between the minimum
averages Euclidian Distance among the different
implementations of the LKMC algorithm on the
same dataset. Hence, when using the LKMC
algorithm, it is recommended that the algorithm
be applied several times and the implementation
with the minimum Average Euclidian Distance can
be adopted.
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1. INTRODUCTION

Over the years, clustering has been used as a
means of optimizing the spatial placement of cluster head in
clustered network of nodes [1,2,3]. The cluster head
placement is normally determined using clustering
algorithm [3,4,5]. Such algorithms use one or more
approaches to determine the spatial location of the cluster
head which will minimize the specified distance metric
used in the algorithm [6,7,9]. By doing so, it is expected
that the mean of the distance of each of the nodes in a given
cluster is minimal.

Several clustering algorithms have been
developed. Among them is the Lloyd’s k-means technique
which usually employ Euclidian distance for its operation
[10,11,12]. The Lloyd’s k-means requires the number of
clusters, k to be specified and it will iteratively assigned
and re-assign cluster heads among the nodes until the
optimal k cluster heads are determined based on the
Euclidian distance [13,14]. In practice, repeated execution
of the Lloyd’s k-means algorithm may result is a different
set of cluster heads and hence different mean Euclidian
distance per cluster. As such, in this paper, repeated
execution and comparative evaluation of the resultant
cluster heads placements for a given dataset is conducted.
The essence of the study is to provide requisite idea that can
help in the application of the Lloyd’s k-means technique for
optimal cluster head placement for sensor network. In this
case, repeated implementation of the Lloyd’s k-means
algorithm may be required and the optimal solution is
selected from the various results obtained from the different
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instances of implementation of the Lloyd’s k-means
algorithm on the same dataset.

2. METHODOLOGY

2.1 The Lloyd’s K-Means clustering (LKMC) technique
The focus in this paper is to evaluate variability of the
optimal cluster head placement for a given set of sensor
nodes based on the Lloyd’s K-Means clustering (LKMC)
technique. The essence is to visualize the variation in the
optimal cluster head placement when the LKMC algorithm

is implemented repeatedly for the same set of dataset.
Notably, when the LKMC algorithm is implemented
repeatedly on the same set of data points, particularly where
there is densely packed data points within the coverage
area. It is found that the cluster head selected in the
different implementations of the LKMC algorithm give rise
to different set of cluster heads. The variation gives rise to
different mean optimal Euclidian distance for the LKMC
algorithm implementation. The LKMC algorithm is given
in Algorithm 1.

Algorithm 1: The Lloyd’s K-Means algorithm [15]

Step 1: Set the number of lusters as K

Step 2: Read in the data points x; € X oni=1, 2, 3... n where n 1s the number of data points

Step 3: Randomly select the initial K number of centroids ¢; € Cfori=1,2,3... k

Step 4: Assign each of the x; € X to the nearest centroid ¢; € C for =1, 2, 3... k using the Euclidian

distance

Step 5: Update each of the cluster centroids ¢; € Cfori=1,2,3...k

Step 6: Repeat step 4 and step 5 until convergence occurs (when there 1s no further changes in the points

in each of the k clusters

2.2 Computation of the mean Euclidian distance of data
points in all the clusters in the network
In this study, the mean optimal Euclidian distance for the
LKMC algorithm implementation is computed as using the
centroid coordinates (Cxy,Cy,) and the data points
coordinates for each cluster denoted as (xk,i,yk,i) where,
Cx;, denote the x coordinate of the centroid in cluster k and
Cyy denote the y coordinate of the centroid in cluster k,
where k = 1,2,3..., nk where nk is the number of clusters in
the network. Again, x; ; denote the i®" x coordinate of the
data point in cluster k and y,; denote the i*" y coordinate
of the data point in cluster k , where i = 1,2,3..., mk where
mk is the number of data points in clusters k. The Euclidian
distance of data point i in cluster k is denoted as d; ; where;

2 2
dpi = \/(ka — %)+ (i = Vi) 1
The mean Euclidian distance of data points in cluster k is
denoted as d; where;

1 i
dp = (ﬁ) (Z;;?K(dk,i)) (2)
The mean Euclidian distance of data points in all the
clusters in the network is denoted as dy; where;

dus = (=) (B D) )
2.3 The simulation of the clustering with the case study
dataset using the K-Means clustering (LKMC)
algorithm
A case study dataset consisting of 2500 data points (sensor
nodes location coordinates) randomly distributed in an area
of 900 m by 900 m, as shown in Figure 1. The K-Means
clustering (LKMC) algorithm was used to determine the
cluster heads where the number of clusters is set as 5. The
clustering was repeated 4 times and each of the results were
captured and the mean Euclidian distance of data points in
all the clusters in the network is determined for each
implementation using the set of Equation 1 to Equation 3.
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Figure 1 The scatter plot of the case study dataset consisting of 2500 data points randomly distributed in an area of 900 m by

900 m
3. RESULTS AND DISCUSSIONS the LKMC algorithm is shown in Table 1 while the
The results of the four different implementation of the summary of the number of sensor nodes in each cluster and
(LKMC) algorithm on the case study dataset consisting of 5 the mean Euclidian distance for each cluster in the first
clusters are shown in the scatter plots in Figure 2, Figure 3, implementation of the LKMC algorithm is presented in
Figure 4 and Figure 5. The results of the centroid (cluster Table 2.

head placement) obtained in the first implementation of
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Figure 2 The scatter plot of the first implementation of the (LKMC) algorithm on the case study dataset consisting of 5 clusters
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Figure 3 The scatter plot of the second implementation of the ('LKMC) algorithm on the case study dataset consisting of 5
clusters
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Figure 4 The scatter plot of the third implementation of the (LKMC) algorithm on the case study dataset consisting of 5
clusters
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Figure 5 The scatter plot of the fourth implementation of the (LKMC) algorithm on the case study dataset consistiﬁg of 5

Table 1 The centroid

clusters

cluster head placement) obtained in the first implementation of the LKMC algorithm

The centroid (cluster head placement)

Cluster K Cxy, Cyy
0 689.735 217.444
1 256.76 749.556
2 693.52 667.452
3 232.783 438.558
4 241.476 132.148

Table 2 The summary of the number of sensor nodes in each cluster and the mean Euclidian distance for each cluster in the
first implementation of the LKMC algorithm

Cluster 0 | Cluster1 Cluster 2 | Cluster 3 | Cluster 4 Min Max Average
No. of nodes 610 433 593 452 412 412 610 500
Percentage of total nodes 24.4 17.3 23.7 18.1 16.5 16.5 24.4 20.0
Maximum Euclidian
distance, d;, (m) 230.3 467.6 226.4 14.1 463.0 14.1 467.6 280.3
Minimum Euclidian
distance, dj, (m) 698.9 785.4 678.7 791.7 794.2 678.7 | 794.2 749.8
Average Euclidian distance,
daye (M) 465.7 632.0 466.2 2178.2 631.8 465.7 | 2178.2 874.8
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Table 3 The centroid (cluster head placement) obtained in the four different implementations of the LKMC algorithm

The centroid
obtained in the The centroid obtained | The centroid obtained . . .
. . . . The centroid obtained in
first in the second in the third . .
. . . . . . the fourth implementation
implementation | implementation of the | implementation of the of the LKMC aleorithm
of the LKMC LKMC algorithm LKMC algorithm g
algorithm
Clust
u; & Cxy Cyx Cxy Cyx Cxy Cyx Cxy Cyx
0 695.2 | 665.0 | 690.4 676.3 692.9 666.0 689.2 675.3
1 241.5 132.1 162.8 210.1 241.5 132.1 154.9 215.7
2 690.5 | 215.5 | 742.3 207.3 690.4 215.9 741.2 212.0
3 232.7 | 4389 | 450.3 263.0 232.8 438.6 440.1 248.6
4 260.7 | 749.5 | 232.2 677.1 256.8 749.6 232.8 676.8

The results of the centroid (cluster head placement)
obtained in the four different implementation of the
LKMC algorithm are shown in table 1 while the scatter
plot of the centroid (cluster head placement) obtained in
the four different implementation of the LKMC algorithm
is given in Figure 6. It is shown in the results in Table 3 and
Figure 6 that each of the implementations has set of cluster
head placements different from the ones obtained in the
other implementations. The implication of the variation in
the cluster head placements is that the mean Euclidian
distance will differ in each implementation. This is captured
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in the results presented in Table 4, Figure 7 and Figure 8.
The results in Table 4 , Figure 7 and Figure 8 show that the
Average Euclidian Distance, d,y; (m) per implementation
varied from 874.1 m to 900 m which has the range of 25.9
m. There is about 2.8 % difference between the minimum
averages FEuclidian Distance among the different
implementations of the LKMC algorithm on the same
dataset. Hence, when using the LKMC algorithm, it is
recommended that the algorithm be applied several times
and the implementation with the minimum Average
Euclidian Distance, dy; (m) can be adopted.

Implementation 3 ® Implementation 4

520.0 620.0 720.0 820.0

X axis of the cluster centroids

Figure 6 The scatter plot of the centroid (cluster head placement) obtained in the four different implementation of the LKMC
algorithm
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Table 4 The summary of the Average Euclidian Distance, d; (m) for each of the 5 clusters in the 4 different implementations
and also the Average Euclidian Distance, d,,; (m) per implementation

Average Average Average Average Average L .
Euclidian | Euclidian | Fuchidian | Fuclidian | Fuclidian ;"“‘]f“““‘l. ;""‘I.'““I. - E""‘]T“‘I.
distance, | distance, | distance, distance, | distance, d, . . d?n
d, (m)for | d, (m)for | d, (m)for | d, (m)for (m) for d"“““’* d‘“‘“"‘ r ance,
Cluster0 | Clusterl | Cluster2 | Cluster3 Cluster 4 wmin (M) | iz (M) | gy (m)
'“""‘“‘:““m“ a657 | 6320 | 4662 | 21782 631.8 4657 | 21782 | snas
'“‘p'e"‘;ma“"" 466.9 656.6 416.9 2230.9 722.9 416.9 2230.9 898.9
'“""‘“‘;““m“ 4678 | 6320 | 4666 | 21776 626.5 W66 | 21776 | sl
'"'p'e“':“‘am" 468.3 648.1 4182 | 22418 723.6 4182 | 22418 | 9000
E Average Euclidian Distance, davg (m)
20 905.0
3}
e =]
o 900.0
(5]
=
(4]
E 895.0
a
_E 890.0
=
) 885.0
=
=
s 880.0
[+
g
2‘ 875.0
870.0
865.0
860.0
Implementatio  Implementatio = Implementatio  Implementatio
nl n2 n3 n4
B Average Euclidian Distance, davg (m) 874.8 898.9 874.1 900.0

Figure 7 The Average Euclidian Distance, dyy; (m) Per Implementation
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Figure 8 The Normalized Average Euclidian Distance, (%) Per Implementation

4. CONCLUSION

The Lloyd’s K-Means clustering (LKMC) technique for
optimal cluster head placement in a sensor network is
presented. The LKMC algorithm is implemented on one
dataset for four different times. The essence of the repeated
implementation is to visualize the variation in the optimal
cluster head placement from one implementation to the
other. The Euclidian distance of each of the sensor node in
each cluster is first computed, then the average Euclidian
distance per cluster is computer and finally the average
Euclidian distance for all the clusters in each
implementation is computed. The results show that there is
up to 2.8 % difference in the average Euclidian Distance
among the different implementations of the LKMC
algorithm on the same dataset. Therefore, in practice, the
LKMC algorithm need to be repeatedly implemented and
then the one that gives the minimum average Euclidian
Distance is adopted.
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