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Abstract— This paper  focuses on the investigation of 
an Artificial Intelligent model for the detection of 
outliers in the data streams of wireless sensor 
network. For this study atmospheric parameters 
sensor in Ikeja metropolis of Lagos state, Nigeria was 
studied for outlier detection with the Fuzzy Inference 
System (FIS) model. The data was an hourly data 
obtained for a duration of one week with 35 outlier 
data points introduced into the data stream. The 
centroid for each parameter was obtained with Fuzzy 
C-Means and the percentage tolerance from the 
centroid used in this study to obtain the index values 
was 20%. The results showed that the FIS model 
gave accuracies of 88.6% outliers’ detection for 
temperature, 94.3% for pressure and 88.6% for 
relative humidity. The overall purpose of the paper  is 
to detect anomalous data points in wireless sensor 
networks due to several causes such as erroneous 
records from sensors due malicious attacks and 
stringent resource availability to wireless sensor 
networks. A conventional clustering technique (k-
means) clustering algorithm  was also explored for the 
same purpose: the performance obtained by the two 
models are compared. The results show that fuzzy 
inference clustering algorithm gave better detection 
capability than the K-means algorithm. This indicates 
that the artificial intelligent clustering algorithm is 
superior in terms of outlier detection of atmospheric 
parameters than the conventional clustering algorithm.  

Keywords— Outlier Detection, Wireless sensor 
networks, and Fuzzy Inference 
System, Fuzzy C-Means, clustering 
technique, centroid, K-means 
clustering. 

 
I.  Introduction 

Over the years, increasing adoption and diverse 
applications of Wireless Sensor Network (WSN) has 
been posing running challenges to WSN designers 
and users of WSN services [1,2,3]. A typical WSN 
consists of a number of modules each with sensors 
and communications circuitry which are deployed to 
different locations within the desired environment and 

intended to monitor and transmit certain 
environmental or system parameters it acquired from 
diverse locations [4,5,6]. Some of the parameters 
commonly monitored using WSN include temperature, 
pressure, humidity, wind direction and speed, 
vibration intensity, sound intensity, voltage, chemical 
concentrations, and pollutant levels [7,8,9,10].  

In the early days of WSNs, they are mainly 
used in military operations however recently; WSNs 
are used in many common applications such as 
structural health monitoring, environmental 
monitoring, agriculture and industrial application 
[11,12,13]. In any case, the sensors have limitations 
with respect to memory, communications bandwidth, 
battery power and computational capacity. Also, 
WSNs are exposed to faults and malicious attacks 
which do cause unreliable and inaccurate readings 
and poor data quality  [14]. Furthermore, WSNs data 
streams do have outliers which are data with anomaly 
or deviation from the general data distribution pattern 
over a given period [15,16,17,18]. Due to the negative 
impact of outliers on the data quality, studies on the 
mechanisms for identification of outliers in WSN data 
streams has been on the increase since the advent of 
the WSN technology [19,20,21,22]. More so, 
sometimes, outliers are considered more interesting 
than the normal data, and this is the reason why 
outliers need to be identified since  they may contain 
important information about the WSN [23,24,25]. 
Consequently, in this study, fuzzy inference system 
(FIS) [26,27] was applied to a WSN data stream to 
detect the outliers in the dataset. The result obtained 
from the FIS model was compared with that obtained 
using K-means clustering algorithm [28,29]. The 
essence of the study is to develop a more effective 
outlier detection mechanism for WSN used to acquire 
atmospheric parameter data stream. 

II. METHOD 
The major focus in this paper is the detection of 
outliers in data streams of a wirelesses sensor 
network using fuzzy inference model and K-means 
algorithm clustering algorithm. As the initial step, site 
survey was conducted within Ikeja metropolis of 
Lagos State in Nigeria to obtain the atmospheric 
temperature, pressure and relative humidity of the 

http://www.imjst.org/
mailto:simeonoz@yahoomail.com
mailto:simeonozuomba@uniuyo.edu.ng


International Multilingual Journal of Science and Technology (IMJST) 

ISSN: 2528-9810 

Vol. 4 Issue 10, October - 2019 

www.imjst.org 

IMJSTP29120506 2784 

region. Then, a Sugeno rule-based Fuzzy Inference 
Model [30,31] was developed to detect outlier data 
from the atmospheric parameters datasets.  Finally, 
outliers were detected using the Fuzzy Inference 
System (FIS) model and K-means algorithm, all 
simulated in MATLAB software. The flow diagram of 
the research process is shown in Figure 1.  According 

to the methodology, there are few main major tasks 
performed in the research process. They are 
acquisition of wireless sensor data, determination of 
number of outliers inherent in the acquired data, 
detection of outliers with Fuzzy Inference System and 
discussion of result. 
 

 
 

Figure 1: Flow diagram of the research process. 

A.  Acquisition of the wireless sensor network 
data 
The wireless sensor network data considered for this 
paper  was obtained from the Nigeria meteorological 
department located in Ikeja, Lagos state, Nigeria. 
Particularly, hourly atmospheric data was obtained for 
a period of one week. The atmospheric parameters 
considered were temperature, pressure and relative 

humidity. The sample of data obtained is displayed in 
Table 1 

Table  1: The Atmospheric Parameter Data 

Time 
Temperature 

(
o
C) 

Pressure 
(mb) 

Relative 
humidity 

(%) 

00:00 
01:00 

25 
26 

1011 
1011 

84 
85 

Acquisition of sensor generated atmospheric parameters (temperature, 

pressure and relative humidity) 

Determination of the number of outliers for the atmospheric parameter 

data 

Detection of outliers with fuzzy inference system 

Determination of the number of outliers detected with fuzzy inference 

system 

Detection of outliers with k-means clustering algorithm 

 

Determination of the number of outliers detected with k-means 

clustering algorithm 

 

 

Comparative analysis of the number of outliers detected with both 

models 

 

 

Discussion of results obtained 

 

 

Start 

Stop 
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02:00 
03:00 
04:00 
05:00 
06:00 
07:00 
08:00 
09:00 
10:00 
11:00 
12:00 
13:00 
14:00 
15:00 
16:00 
17:00 
18:00 
19:00 
20:00 
21:00 
22:00 
23:00 

26 
26 
25 
25 
25 
25 
26 
28 
29 
29 
29 
29 
29 
29 
28 
28 
27 
27 
27 
27 
26 
26 

1011 
1010 
1010 
1010 
1011 
1011 
1012 
1012 
1012 
1011 
1010 
1010 
1009 
1008 
1008 
1008 
1009 
1009 
1010 
1010 
1011 
1011 

86 
86 
86 
87 
87 
87 
81 
74 
67 
67 
67 
67 
68 
68 
69 
72 
75 
78 
79 
80 
81 
82 

  
B.  Procedure for Detection of Outliers with Fuzzy 

Inference System (FIS) model and K-means 
algorithm 

 
The FIS model is based on some notable features of 
outliers in any given dataset, namely; 
i. If a dataset has a centroid, m the outlier value is 

usually far from the centroid of the dataset than 
the other data items in the set. Essentially, the 
outlier value is either too far above or too far 
below the centroid. The extent to which the 
difference between the data point value is from 
the centroid can be expressed numerically and 
then a threshold is set at which point the data 
point is considered an outlier. 

ii. For any given dataset, the outlier usually has few 
points within the neighbourhood. 

iii. For any given dataset, the outlier usually has low 
degree of membership to the cluster to which it 
could be assigned. 

Therefore, the FIS model developed in this work 
exploits both the consideration of neighbouring points 
and the capability of clustering algorithms for pointing 
out outliers. In particular, two preliminary operations 

were performed: the calculation of the centroid that is 
simply the mean vector of the data distribution, and 
the clustering operation, that is performed by means 
of the FIS model. 
Fuzzy logic model was used to detect the outliers in 
the data of Table 1. The flow diagram for the 
application of Fuzzy logic toolbox in MATLAB to 
detect the outlier in the given data stream is outlined 
in Figure 2. The model used in the Fuzzy logic rules is 
the Sugeno model. Also, the outliers are detected 
using K-means algorithm. The performance of the two 
methods; Fuzzy logic and K-means algorithm in 
detecting the outliers is compared in terms of the 
number of outliers detected for a given scenario.  
The data acquired from the sensors monitoring the 
atmospheric parameters (temperature, pressure, and 
relative humidity) is keyed into the system and saved 
as an m-file MATLAB file. In this paper, the 
atmospheric parameters namely; temperature, 
pressure and relative humidity were considered with 
respect to time in four hours time interval. Specifically, 
the data now in the MATLAB software is grouped into 
six (6) sets of 4 hours interval groups to account for 
diurnal and nocturnal variation in temperature. This 
will help the model to account for outliers’ detection 
within the daytime and the night time, as temperature 
within these periods vary differently. 

 
For the grouped data, the size of each of the dataset 
has to be determined so as to know the exact number 
of data points that appear in each of the atmospheric 
parameter values. In this case, 28 data points were 
generated for temperature, pressure and relative 
humidity. The variable x yields a matrix of 1x28 
dataset.  
For this paper, the membership function used is the 
triangular membership function. The triangle is inter-
twined to provide the least, central and the upper 
range. With the specified values of input data on the 
x-axis, the three triangular membership functions 
equalized to fit on the x-axis. With the membership 
functions, the fuzzy logic automatically sets the least, 
central, and upper values for each triangle to map an 
output variable for it. This process is governed by the 
fuzzy inference rule. 

http://www.imjst.org/
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Figure 2:  The flow diagram for the detection of outliers with fuzzy inference system (FIS). 

 
C.  The Inference rules for the FIS model 
The fuzzy inference system includes 3 rules and uses 
the Sugeno inference model. The antecedent of the all 
rules has three sections; these include low (L), 
moderate (M) and high (H). In this case,  in1mf1, 
in2mf2, and in3mf3 are for the input and out1mf1, 
out2mf2 and out3mf3 are for the output. The AND 
operator is used to combine the antecedent parts of 
the rules. The degree of truth (R) of the rule is 
determined by evaluating the non-zero minimum value 
using the AND operator.   
The detailed rule base comprising of 3 rules for each 
atmospheric parameter is obtained from the sensors 

of Ikeja metropolis for temperature, pressure and 
relative humidity and shown in Table 2. The inference 
uses the maximum operator acting on the rule base. 
The rule base condition for the temperature in Table 2  
states that if the first membership function (with ‘L’ 
marking) is low, then the output is the first 
membership function of the output variable (out1mf1 
of the temperature). If the membership function of the 
input is medium (M), the marked output was out1mf2 
and if the membership function of the input is High 
(H), the membership function for the output mapped 
out was out1mf3. 

Key in the atmospheric data into the MATLAB m-file 

Run the data keyed into the m-file for the purpose of exporting it to the FIS environment in 

MATLAB 

View the atmospheric variables in the FIS workspace in MATLAB 

Split the atmospheric dataset into six (6) groups of four (4) hours interval  

Determine the size of the split dataset 

Store the atmospheric parameters dataset in the variable ‘x’; this variable will serve as the 

input variable for the FIS program 

Open the FIS toolbox in MATLAB 

 

Stop 

Start 

Create the Membership functions for the input and output variables of the FIS model 

 

Create the Inference rules for the FIS model 

 

Write the MATLAB codes that will read in the input values and detect and output the 

outliers using FIS model. 

Run the FIS model to predict and output the outliers in the atmospheric parameters   
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Table 2   The Rule base for inference on 
temperature, pressure and Relative 

Humidity 

S/N  Time Temperature Pressure 
Relative 
Humidity 

1 L Out1mf1 Out1mf1 Out1mf1 

2 M Out1mf2 Out1mf2 Out1mf2 

3 H Out1mf3 Out1mf3 Out1mf3 

 
In Table 2, the rule base condition for pressure states 
that if the first membership function is low, then the 
output is the first membership function of the output 
variable (out1mf1). If the membership function of the 
input is medium (M), the marked output was out1mf2 
and if the membership function of the input is High 
(H), the membership function for the output mapped 
out was out1mf3. 

Also, in Table 2, the rule base condition for relative 
humidity states that if the first membership function 
(with ‘L’ marking) is low, then the output is the first 
membership function of the output variable (out1mf1 
of the temperature). If the membership function of the 
input is medium (M), the marked output was out1mf2 
and if the membership function of the input is High 
(H), the membership function for the output mapped 
out was out1mf3. 
D.   Determination of the center index using Fuzzy 
C-means 
Fuzzy C-means is used to simulate the system in an 
iterative process to determine the centre index point 
as its objective function. Table 3 shows the centroid 
index values of the temperature measured with 
respect to time. The tolerable distance values from the 
index are 20% of each determined index. The values 
above the tolerable index range were considered as 
outliers. 

Table 3 : Index point of the atmospheric data. 

Time 
Index values 

for 
temperature 

Index 
values for 
pressure 

Index 
values for 

relative 
humidity 

00:00-
04:00 
05:00-
08:00 
09:00-
12:00 
13:00-
16:00 
17:00-
20:00 
21:00-
23:00 

26 
25 
27 
28 
26 
25 

1010 
1010 
1012 
1009 
1008 
1010 

83 
86 
78 
71 
77 
82 

 
III.  RESULTS 

A.  Outlier Detection using Fuzzy Inference 
System 
The simulation of the rule base inference of Fuzzy 
Logic was done using MATLAB 2015a software which 
yielded graphical results illustrating the number of 
datasets recorded and outliers within it.  The FIS 

temperature outliers detected with FIS for 7 days 
between 00:00 to 04:00 for each day are shown in 
Figure 3. 

 
Figure 3: Temperature outliers for the time interval 

00:00 to 04:00. 
In the case show in Figure 3, only two temperature 
outliers were detected. This was so because the 
temperature centre index point during this period 
occurred at 26

o
C. The temperature outlier detection 

between 05:00 to 08:00 is shown in Figure 4.  Seven 
outliers were detected as shown in Figure 4. The 
temperature centre index point during this period was 
25

0
C. 

 
Figure 4: Temperature outlier for the time interval 

05:00 to 08:00. 
The temperature outlier detection between 09:00 to 
12:00 for 7days is shown in Figure 5. The number 
temperature outliers detected at this time was seven. 
The temperature centre index point during this period 
occurred at 26

0
C. 

http://www.imjst.org/
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Figure 5: Temperature outlier detection between 

09:00 to 12:00 for 7 days. 
The temperature outlier detection between 

13:00 to 16:00 for 7days is shown in Figure 6. From 
Figure 6, the number of outliers detected was six. As 
such the sensor at this point is very critical because 
the temperature centre index point during this period 
occurred at 28

o
C. 

 
Figure 6: Temperature outlier detection between 

13:00 to 16:00 for 7 days. 
The temperature outlier detection between 

17:00 to 20:00 for 7 days is shown in Figure 7. The 
number of outliers detected in Figure 7 was five. The 
temperature centre index point during this period 
occurred at 26

0
C. 

 
Figure 7: Temperature outlier detection between 

17:00 to 20:00 for 7 days. 
The temperature outlier detection between 

21:00 to 24:00 for 7days is shown in Figure 8. In 
Figure 8, only four outliers were detected. The 
temperature centre index point during this period 
occurred at 26

0
C. In all,  for the six time intervals, a 

total of thirty one (31) outliers were detected for 
temperature. 

 
Figure 8: Temperature outlier detection between 

21:00 to 24:00 for 7 days. 

B. Outlier detection for  Pressure with FIS 

Fuzzy inference system was employed in detection of 
outliers in the atmospheric pressure data stream. 
Figure 9 shows the pressure outlier detected for the 
data stream in the time interval between 00:00 to 
04:00 for 7 days. From Figure 9, the number of 
outliers detected was six. The pressure centre index 
point during this period was 1011mb. 
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Figure 9: Pressure outlier detection between 00:00 

to 04:00 for 7 days. 
The pressure outlier detected between 05:00 to 08:00 
for 7 days are as shown in Figure 10  (six outliers 
were detected and the pressure centre index point 
during this period was 1011mb).  

 
Figure 10: Pressure outlier detection between 

05:00 to 08:00 for 7 days. 
The pressure outlier detected between 09:00 to 12:00 
for 7 days are as shown in Figure 11  (six outliers 
were detected and the pressure centre index point 
during this period was 1012mb).  
 The pressure outlier detected between 13:00 to 16:00  
for 7 days are as shown in Figure 12  (six outliers 
were detected and the pressure centre index point 
during this period was 1009mb).  

 

 
Figure 11: Pressure outlier detection between 

09:00 to 12:00 for 7 days. 

 
Figure 12: Pressure outlier detection between 

13:00 to 16:00 for 7 days. 
The pressure outlier detected between 17:00 to 20:00  
for 7 days are as shown in Figure 13  (six outliers 
were detected and the pressure centre index point 
during this period was 1008mb). The pressure outlier 
detected between 21:00 to 24:00  for 7 days are as 
shown in Figure 14  (four outliers were detected and 
the pressure centre index point during this period was 
1010 mb).  

 
Figure 13: Pressure outlier detection between 

21:00 to 24:00 for 7 days. 
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Figure 14: Pressure outlier detection between 

21:00 to 24:00 for 7 days. 
 Source: Formulated by the 

paper  (2019). 
 

C.   Outlier detection of Relative Humidity with FIS 
Fuzzy logic model was used to detect outliers 

from the WSN that generated the data stream for 
relative humidity for 7 days. The relative humidity 
outlier detected between 00:00 to 04:00  for 7 days 
are as shown in Figure 15  (six outliers were detected 
and the relative humidity centre index point during this 
period was 83 %). 

 
Figure 15: Relative humidity outlier detection 

between 00:00 to 04:00 for 7 days. 
The relative humidity outlier detected between 

05:00 to 08:00  for 7 days are as shown in Figure 16  
(four outliers were detected and the relative humidity 
centre index point during this period was 86 %). 

 
Figure 17: Pressure outlier detection between 

05:00 to 08:00 for 7 days. 
 Source: Formulated by the 

paper  (2019). 
The relative humidity outlier detected between 

09:00 to 14:00  for 7 days are as shown in Figure 17 
(six outliers were detected and the relative humidity 
centre index point during this period was 78 %). 

 
Figure 17: Pressure outlier detection between 

09:00 to 12:00 for 7 days. 
The relative humidity outlier detected between 

13:00 to 16:00 for 7 days are as shown in Figure 18 
(seven outliers were detected and the relative 
humidity centre index point during this period was 71 
%). 

The relative humidity outlier detected between 
17:00 to 20:00 for 7 days are as shown in Figure 19 
(six outliers were detected and the relative humidity 
centre index point during this period was 77 %). 
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Figure 18: Pressure outlier detection between 

13:00 to 16:00 for 7 days. 
The relative humidity outlier detected between 

21:00 to 24:00 for 7 days are as shown in Figure 20 
(two outliers were detected and the relative humidity 
centre index point during this period was 82 %). 

 
Figure 19 : Pressure outlier detection between 

17:00 to 20:00 for 7 days. 
 Source: Formulated by the 

paper  (2019). 
 

 
Figure 20: Pressure outlier detection between 

21:00 to 24:00 for 7 days. 

Similar study was conducted using K-means 
clustering algorithm. In all, the total number of outliers 
detected for the each of the three atmospheric 
parameters is shown in Table 4. The summary of the 
result as presented in Table 4   shows that Fuzzy 
Inference System (FIS) performs better the k-means 
algorithm. Specifically, FIS detected higher number of 
outliers than the k-means clustering. This indicates 
that the artificial intelligent clustering algorithm (which 
in this study is the FIS model) is superior in terms of 
outlier detection of atmospheric parameters than the 
conventional clustering algorithm, (which in this study 
is the K-means algorithm).  

 
Table 4 : Summary of the total outliers detected 

for the three atmospheric parameters 
using the Fuzzy Inference System and the 

K-means  

Atmospheric 
Parameters 

K-means 
Fuzzy Inference 

System 

Temperature 
Pressure 
Relative Humidity 

10 
9 
10 

31 
33 
31 

   
 

IV.   CONCLUSION 
In this study, atmospheric parameters data stream 
(temperature, pressure and relative humidity) were 
obtained from wireless sensors. The data was 
obtained hourly for a period of seven days. A fuzzy 
inference clustering algorithm for detecting outliers in 
the data stream was developed and simulated using 
MATLAB. The fuzzy inference system (FIS) and K-
means clustering algorithm were applied to the sensor 
generated data to obtain outliers. A comparative 
analysis of the result obtained from the  two 
algorithms was carried out to measure the 
effectiveness of the models in detecting outliers. The 
atmospheric parameters which form the basis of the 
sensor monitored parameters were use in the training 
of the clustering algorithms. The results show that 
fuzzy inference clustering algorithm gave better 
detection capability than the K-means algorithm. This 
indicates that the artificial intelligent clustering 
algorithm is superior in terms of outlier detection of 
atmospheric parameters than the conventional 
clustering algorithm.  
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